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Introduction

Over the past few years significant progress has been made in the understanding
of various completely integrable nonlinear PDE (soliton equations) and their rela-
tionship to classical problems in differential geometry. It has been shown in a series
of recent papers [41, 31, 20, 24, 14, 7, 11] that constant mean and Gauss curva-
ture surfaces, Willmore surfaces, minimal surfaces in spheres and projective spaces
and generally harmonic maps from a Riemann surface M into various homogeneous
spaces may be described as solutions to various soliton equations. Moreover, these
solutions are algebraic in the sense that they are obtained by integrating ordinary
differential equations of Lax type which linearise on the Jacobian of an appropriate
algebraic curve.

Links between harmonic maps and integrable systems have been known to exist for
some time: for instance, Uhlenbeck [54] showed that S'-equivariant harmonic maps
R x S1 — S™ amount to solutions of the Neumann system describing motion on S™
in a quadratic potential—a classical completely integrable system (for related results
on S'-equivariant harmonic maps, see [32, 23]). However, a significant interaction
between differential geometry and soliton theory did not emerge until after Wente’s
resolution [58] of the Hopf conjecture on the existence of a constant mean curvature
torus in R3.

Let us consider this problem in more detail as it contains the seeds of all subse-
quent developments in this area. Recall that a surface M in R® has constant mean
curvature if and only if its Gauss map ¢ : M — S2 is harmonic. We are there-
fore led to pose the following problem: given a compact Riemann surface M of
genus g, find all harmonic maps ¢ from M into the 2-sphere. The harmonicity of
¢ implies that the (2,0)-part of the quadratic differential (d¢,d¢) is holomorphic.
If M has genus 0 then this differential vanishes identically, i.e. ¢ is conformal and
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thus +holomorphic. In this sense the harmonic map equation reduces to the linear
Cauchy—Riemann equation. A similar phenomenon occurs when the target space is
replaced by a compact symmetric space where the reduction to the Cauchy—Riemann
equation is achieved by various twistorial constructions (see [34, 59] in this volume
for further details and references).

The situation changes drastically when M has higher genus. There is no system-
atic theory when M has genus larger then 1 so we shall concentrate on the case
where M is a 2-torus. Here, the differential (dgb,dqb)(z’o) either vanishes identically
(in which case we again have +holomorphic maps) or is nowhere zero. In the lat-
ter case one can choose a global complex coordinate z so that (d¢, d¢)*?) = dz?
and (d¢, d¢)™Y = cosh(w) |dz|?. Then the harmonicity of ¢ amounts to the sinh-
Gordon equation for w, a well known soliton equation. Starting from this observa-
tion, Pinkall-Sterling [41] show that all doubly-periodic solutions to the sinh-Gordon
equation (and thus all constant mean curvature tori) are obtained by integration of
a family of completely integrable finite dimensional systems of ODE. These ODE
linearise on the Jacobian of an algebraic curve the study of which enabled Bobenko
[6] to show that the solutions can be expressed rather explicitly in terms of theta
functions. That this behaviour extends to more general target spaces was indicated
in [31] for S3, [24] for S* and culminated in [14] where a rather comprehensive
theory of harmonic 2-tori in compact Riemannian symmetric spaces is developed.

One may summarise this theory as follows: the starting point is the basic fact [42,
55, 64, 65] that the harmonic map equation can be reformulated as a zero-curvature
equation involving an auxiliary parameter or, in other words, as the Maurer—Cartan
equation for a certain loop algebra valued 1-form. One can obtain solutions to
these equations by integrating a pair of commuting Hamiltonian vector fields on
certain finite-dimensional subspaces of loop algebras. In this way, we get harmonic
maps of R? which we call harmonic maps of finite type. Finally, under suitable
nondegeneracy assumptions, one shows that these procedures account for all doubly
periodic harmonic maps, that is, for all harmonic 2-tori.

It is the purpose of this article to provide a unified account of these ideas and, in
particular, the results of [7, 11, 14, 24, 41]. A framework for this is given by the theory
of Adler-Kostant—Symes [1, 36, 53]. This theory provides a scheme for producing
and integrating non-trivial commuting Hamiltonian flows on Lie algebras. The basic
setting for the scheme is this: one has a Lie algebra g which admits a (vector space)
direct sum decomposition into subalgebras

g=tdb. (0.1)

In the presence of a suitable inner product, £ inherits a Poisson structure from
the Lie-Poisson structure on b*. With this Poisson structure, £ has a large supply
of Poisson commuting functions provided by the restriction to £ of the invariant
functions on g. To integrate the Hamiltonian flows so obtained, we use the method
of Symes: let G be a Lie group with Lie algebra g and let K, B be the subgroups
corresponding to €, b. Suppose that there is a decomposition

G=KxB (0.2)
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corresponding to (0.1). Then the Hamiltonian flow through an initial condition &, € ¢
is given by

Adk™e,,

where k is the projection onto K via (0.2) of a suitable geodesic in G.

We apply this theory to a family of twisted loop algebras which admit a decompo-
sition (0.1) of Iwasawa type. A key point is that the subspaces of Laurent polynomial
loops of fixed degree are Poisson submanifolds so that we obtain commuting ODE
on finite-dimensional Poisson manifolds. From the Hamiltonian flows on these sub-
spaces we get solutions to zero-curvature equations which give rise to (framings of)
harmonic maps of R? into various homogeneous spaces.

In fact, we get in this way both harmonic maps into Riemannian symmetric spaces
and primitive maps into k-symmetric spaces. These last are rather special harmonic
maps into a class of reductive homogeneous spaces that generalise Riemannian sym-
metric spaces (the involutions of a Riemannian symmetric space are replaced by
automorphisms of order k) and include all flag manifolds. A map into such a space
is primitive if it satisfies a first order condition not unlike a Cauchy—Riemann equa-
tion defined by the geometry of the k-symmetric space. The motivation for studying
primitive maps comes from the fact that they include twistor lifts of minimal maps in
spheres and complex projective spaces and also, in case the target is a flag manifold,
are in bijective correspondence with (periodic) Toda fields.

The method of Symes also works in this infinite-dimensional loop algebra setting.
There are Iwasawa decompositions of the loop groups that correspond to our loop
algebras and projection of (complex) geodesics provides maps into loop groups which
are essentially the extended solutions in the sense of Uhlenbeck [55] for the harmonic
maps we have produced.

Finally, we obtain sufficient conditions on a harmonic 2-torus to arise from our
constructions. The basic result here is due to Burstall-Ferus—Pedit—Pinkall [14] and
the method of Symes is applied to translate that result to our present setting.

1 The Adler—Kostant—Symes scheme

One of the main themes of this volume is the construction of harmonic maps from
commuting Hamiltonian flows on loop algebras. A setting for such results is provided
by the celebrated analysis of the (open) Toda lattice by Kostant and Symes [36,
53], where a general scheme is described for producing and integrating commuting
Hamiltonian flows on Lie algebras (see also [1]). Since this beautiful circle of ideas
may be unfamiliar to Riemannian geometers, we begin by rehearsing the main points
of the theory in a form suitable for our applications.
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1.1 Poisson structures and Lie algebra decompositions

Let M be a manifold. A Poisson structure on M is a Lie algebra structure on
C° (M), with bracket denoted (f,g) — {f, g}, for which ad f is a derivation over
multiplication:

{f,9h} ={f,g}h + g{f, h},

for all f, g, h € C®(M). As a consequence, each f € C°°(M) gives rise to a
Hamiltonian vector field Xy by

Xrg=1f,g}

It follows from the Jacobi identity for {, } that f +— X is a Lie algebra homomor-
phism C®(M) — C>(TM).

For our basic example of a Poisson structure, let b be a (real) Lie algebra with
dual b*. When f € C*(b*) and = € b*, we have df, € b™ = b and, using this
identification, we define a Poisson structure on b* by

{f,g}(z) = <1‘, [dfza dgT]>

The Ad*-invariant functions on b* commute with respect to this Poisson structure
but, unfortunately, they also commute with all other functions on b* and so have
trivial Hamiltonian flows. To get non-trivial commuting flows, we must introduce
some extra structure.

Suppose then that we have a Lie algebra g which admits a (vector space) direct
sum decomposition into subalgebras:

g=tpb.

Suppose further that there is a (real) non-degenerate symmetric bilinear form on g,
denoted (, ), which is invariant:

([57”]7() = _(777 [65(])

The bilinear form induces a musical isomorphism g = g* and so, by restriction, an
isomorphism £° = b*. Here £° is the polar of ¢ with respect to (, ):

e={neg:(nE =0forall £ €t}

Thus £° acquires a Poisson structure from that of b* and this is the Poisson structure
that will be important for us.

To describe the Poisson structure on €° explicitly, we introduce some notation.
Let ¢, mpbe the projections onto €, b along b, € respectively. Further, for f € C'*°(£°),
let f be some extension of f to g and let V f denote its gradient with respect to
(, ). It is easy to check that the projected gradient

™ f

depends only on f. A straightforward calculation now shows that the Poisson bracket
on £° is given by
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{f.9}(&) = (& [7¥ fe, 787 5e])- (1.1)

To see the Hamiltonian vector field of f, let mgodenote projection onto £° along b°.
Then, using the invariance of (, ), we have

{f.93&) = (& 7% fe), 7V 3e)
(med, 7 fe), Vie)
dg(mel€, 7% fe]) = dg(medé, 7% fe)).

Thus, for £ € ¢°,
X¢(§) = md&, 7 fel. (1.2)

1.2 Poisson submanifolds

Let M be a Poisson manifold with bracket {, }a;. A submanifold V of M is a
Poisson submanifold if

1. V has a Poisson structure {, }v;

2. the inclusion i : V < M is a Poisson morphism:

{foisgoity ={f gtmoi, (1.3)
for f, g € C®(M).

Since i* : C°(M) — C°°(V) is surjective, it is clear that (1.3) completely deter-
mines the Poisson structure on V. Thus a submanifold V is Poisson as soon as the
prescription (1.3) gives a well-defined bracket {, }y on C*(V).

There is a simple condition for this to be the case: a submanifold V is Poisson
if and only if the restriction of any Hamiltonian vector field to V is tangent to V
(see [57, Lemma 1.1]). In the setting of Section 1.1, we use this and the form of the
Hamiltonian vector fields (1.2) to obtain the following

Proposition 1.1 Let V C £° be a linear subspace satisfying
mdV, 6] C V. (1.4)
Then V is a Poisson submanifold of £°.

Such considerations will be important when we come to discuss finite-dimensional
subspaces of infinite-dimensional loop algebras.

Remark The above discussion is merely the translation into our setting of the fact
that ad”® b-invariant subspaces of b* are Poisson submanifolds of b* which in turn
follows from the fact that the symplectic leaves of b* are precisely the co-adjoint
orbits.
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1.3 Commuting Hamiltonians

We now come to the main point of our constructions: ad-invariant functions on g
restrict to Poisson commuting functions on £°. Recall that f € C'°°(g) is ad-invariant
if

dfe([€, a]) = 0,

or, equivalently,

[Vfe, €] =0, (1.5)

forall € € g. If f, g € C*°(g) are two ad-invariant functions, then their restrictions
to £° have Poisson bracket

{fvg}(g) = (5,[7er5,7rNgg])
= ([gaﬂ'yfﬁ]’ﬂ'ygf)'

We now use the invariance of f which implies [§, 7V fe] = —[£, T} fe] to get

{£,.93¢&) = —([&7mVfe], 7V ge)
= —(& [mV fe, 7 g¢])
= ([{,7¥gel, 7V fe)
= —([§mVge], 7V fe) = (& [*¥ fe, 7V ge])
which last vanishes since [1¥ fe, 7V ge] € € and € € €°. As for the corresponding

Hamiltonian vector fields, from (1.2) and (1.5), we see that the restriction to €° of
an ad-invariant f has Hamiltonian vector field

Xy(8) = mdmd¥ fe, €] = [7¥ fe, €], (1.6)

where the last equality comes from [¢, €°] C €°.

1.4 Group decompositions and the method of Symes

We have therefore found a family of commuting flows on £° and our next task is to
integrate them. For this, we globalise the situation following Symes [53]: let G be
a Lie group with Lie algebra g, let K, B be subgroups with Lie algebras ¢, b and
suppose that multiplication K x B — G is a diffeomorphism onto. Thus any g € G
may be uniquely written as a product

g = kb,

with k € K, b € B. We further demand that the adjoint action of G on g preserve
(, ) (which follows from the invariance of (, ) if G is connected) and we consider
Ad-invariant functions on g: that is, functions f € C*°(g) satisfying

f(Adg¢§) = f(§), (1.7)
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for all £ € g, g € G (again, when G is connected, this is equivalent to (1.5)).
Differentiating equation (1.7) with respect to &, we deduce that Vf is equivariant
in the sense that

Viaage = AdgV fe, (1.8)

forall €g,ge€dG.

So let f € C*°(g) be Ad-invariant and fix an initial condition &, € €°. Consider
the geodesic g : R — G given by g(t) = exp —tV fe, and factorise to get curves
k:R— K,b:R— B with

g(t) = k()b(t),
for all t € R. Define £ : R — €° by £ = Adk™'¢,. Then € is the integral curve of X ¢
with £(0) = &,. Indeed,
§=—[k"k.¢
while
—Vife, =49 =kk™' + Adkbb~"
so that taking Adk~! of both sides and projecting onto £ gives
k= —mAd kT fe, = —n¥ [,

where the last inequality follows from the equivariance (1.8) of V f. Thus

§= [vaf&g]'

To summarise: we have seen how to equip £° with a Poisson structure for which
the restriction of Ad-invariant functions on g commute. Moreover, the correspond-
ing Hamiltonian vector fields are of Lax form (1.6) and are integrated using the
projection onto K of geodesics in G.

Remark In fact, the invariant inner product (, ), although present in all our appli-
cations, is not strictly necessary in the above development. If one replaces £° with
£~ C g*, the annihilator of £, then, as above, - = b* and so acquires a Poisson
structure with respect to which the restrictions to ¢+ of Ad*-invariant functions on
g* commute. Moreover, the Symes method of integration also works in this setting
mutatis mutandis.

1.5 The Toda lattice

We conclude this discussion with a brief exposition of the original application of the
theory to the open Toda lattice. Besides completing the circle of ideas, this will also
give us an opportunity to develop concepts we shall need later.



8 F.E. Burstall and F. Pedit

Let g be a complex semisimple Lie algebra and £ a compact real form. Fix a
maximal toral subalgebra t C £ and set a = it where i = /—1. Then h = t @ a is
a Cartan subalgebra of g. Let A(g,h) C h* be the root system of g with respect to
h and fix a choice of positive roots AT C A(g,h) with corresponding simple roots
Afy...,00.

The Toda lattice is a Hamiltonian system on T*a = a X a*, equipped with its
canonical symplectic structure. The Hamiltonian is given by

l
H(g,p) = p]*/2+ ) (@
i=1

where the metric is given by the real part of the Killing form & of g. One may think of
this system as describing [ particles moving on a line with exponential interactions
governed by the Dynkin diagram of g. (Note that the roots are real linear functionals
on a.)

To put this Hamiltonian system into our frame-work, we follow Bloch—Flaschka—
Ratiu [5] and use the Iwasawa decomposition of g: for each root a € A(g,h), let g*
be the corresponding root space and define a nilpotent subalgebra n C g by

n= Z g°.

aeAt

We then have a direct sum decomposition
g=EtDadn,

the Twasawa decomposition of g (cf. [29, page 275]). Moreover, there is a global
analogue of this decomposition: let G be a Lie group with Lie algebra g, K the
maximal compact subgroup with Lie algebra £ and A, N the analytic subgroups
with Lie algebras a, n. Then multiplication K x A x N — G is a diffeomorphism
onto.

Now [a,n] C n so that b = a @ n is a solvable subalgebra of g and we may apply
our preceding discussion to g = €@ b. As our invariant symmetric form, we take the
imaginary part of the Killing form: (, ) = I'm k. The Killing form is positive definite
on a, negative definite on £ and vanishes identically on n so that both ¢ and b are
isotropic for (, ) giving

=t b° = b.
Thus we have a Poisson structure on & = b*.

For 1 < i <[, choose non-zero vectors X; € g* and consider
1
0= {H—i—Zaz(XZ +71) cH et a; > O}
i=1

It is not too difficult to see that O is a symplectic leaf of the Poisson structure
on t. Indeed, the co-adjoint action of B = AN on b* induces an action of B on ¢,

the orbits of which are the symplectic leaves on ¢ and one can show that O is the
B-orbit of Zz(Xl + Xz)
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In fact, O is symplectomorphic with the phase space T*a of the Toda lattice: use
(, ) to identify a* with t and define ¢ : T*a — O by

l
¢(Q7p) =p + Z Cieai(q) (X7. + Yl)a
i=1

where the constants c¢; are positive constants to be chosen later. By checking the
Poisson brackets of suitable co-ordinate functions, it is straight-forward to prove
that ¢ is a Poisson morphism and hence a symplectomorphism for any choice of the
constants c;.

Now take as an Ad-invariant function f : g — R half the negative of the real part
of the Killing form:

f(n) = —Rer(n,n)/2.
On O, we have

F(H + 3D ai(Xi + X)) = —(H, H)/2 = 3 atn(X:, X0)

so that

foola,p) = Ipl*/2- ZC?%(Xi,Yi)eQO‘i(Q)

‘p|2/2 + chlei‘2620¢i(Q).

Thus choosing ¢; = 1/|X;|, we see that f o ¢ is the Toda Hamiltonian.

The preceding theory may now be applied in a number of ways: the invariant
polynomials on g restrict to give [ functionally independent Poisson commuting
conserved quantities on O so that the Toda lattice is completely integrable in the
sense of Liouville. Moreover, the method of Symes can be used to integrate the
Toda flow leading eventually to explicit formulae for the flows in terms of matrix
coefficients of the fundamental representations of G. For this and for further details

on the ideas we have been discussing, the Reader is referred to the original papers
and the books [28, 40].

2 Twisted loop algebras and zero-curvature equations

2.1 What the Maurer—Cartan equations are for

Let G be a Lie group with Lie algebra g and let 6 be the (left) Maurer—Cartan form
of G. Thus 0 is the g-valued 1-form on G given by

0y(X) = (971)*X eT.G =g,

for X € T,G. A simple calculation using the left-invariance of  shows that
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do+ 101 6) = 0. (2.1)

These equations are the Maurer—Cartan equations.
Now let ¢ : M — G be a map of a manifold M and set a = ¢*6. Then ¢ pulls
back (2.1) to give

da+iaAnal=0 (2.2)

so that « also satisfies the Maurer—Cartan equations.
Fundamental to what follows is that a partial converse of this is true. We have
the following classical theorem (which is proved, for example, in [52]):

Theorem 2.1 Let a be a g-valued 1-form on a simply-connected manifold M. Then
a = ¢*0 for some map ¢ : M — G if and only if o satisfies the Maurer—Cartan
equations (2.2).

In this case, ¢ is unique up to left translation by a constant element of G.

Otherwise said, (2.2) amounts to the assertion that the connection d + « on the
trivial principal G-bundle M x G — M has vanishing curvature (i.e., is flat) while
Theorem 2.1 says that there is a gauge transformation ¢ which gauges this flat
connection to the trivial connection. It is for this reason that the Maurer—Cartan
equations are often called the zero-curvature equations.

Notation When G is a matrix group, ¢*0 = ¢~ 'd¢. In previous sections, we have
used this latter notation even when G is not a matrix group and we shall continue
to do so.

The application of the above constructions to the theory of harmonic maps begins
with two observations. Firstly, it is well known [42, 55, 64, 65] that, for maps of a
Riemann surface into suitable homogeneous spaces, the harmonic map equations
are equivalent to the flatness of a certain loop of connections, that is, to certain
solutions of the Maurer—Cartan equations (2.2) where « is a 1-form with values in
an appropriate loop algebra.

On the other hand, solutions of (2.2) arise in the setting of the previous sections
from the simultaneous integration of several commuting Hamiltonian flows on £°.
Indeed, let f',..., f™ be Ad-invariant functions on g with corresponding Hamilto-
nian vector fields X; on £°. Fixing an initial condition &, € €°, we may integrate
these vector fields (when they are complete) to get £ : R™ — £° satisfying

¢ = X(&)adt
§0) = &
Moreover, the Symes method shows that ¢ = Adk~'¢, where k : R™ — K satisfies
kldk = —mAd kT fE dtt = —n fEdi'.

In particular, a = —m1§¥ fg dt’ is the pull-back by k of the Maurer—Cartan form on
K and so satisfies the Maurer—Cartan equations.
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The point now is that when £ is an appropriate loop algebra and the f* are suitably
chosen, the 1-form « is of precisely the right form to produce a harmonic map.
Moreover, the map k will be an “extended solution” as described in the contribution
of Guest—Ohnita to this volume [27].

2.2 Passage to infinite dimension

Our intention is to carry out this programme for a family of twisted loop algebras.
We therefore begin by considering the adjustments that must be made when carrying
the Adler-Kostant—Symes scheme over to an infinite-dimensional setting. So let G
be a reflexive Banach Lie algebra and suppose we have

(i) a decomposition G = K @ B into closed subalgebras;

(ii) a continuous ad-invariant symmetric bilinear form (, ) which is non-
degenerate in the weak sense that the induced map i : G — G* is injec-
tive;

(iif) KC, B are both isotropic for (, ).

It follows that B is reflexive so that we may canonically identify B with B** and

so obtain a Poisson structure on B* as before. By virtue of the isotropy of /I, the

injection G — G* restricts to give an injection K — B* but this need no longer be

an isomorphism and so we cannot transfer the Poisson structure of B* to .
However, suppose that V' C K is a linear subspace satisfying

1. [V, B] C V;

2. i(V) is closed and has a closed complement in B* (trivially true if V' is finite-
dimensional).

In this case, V has a Poisson structure for which i : V' — B* is a Poisson morphism.
Indeed, by virtue of the second hypothesis, i* : C°(B*) — C*°(V) is a surjection
so it suffices to show that the prescription

{foi790i}v :{f,g}g* 019

is well-defined. This, in turn, follows from the first hypothesis as in Proposition 1.1.
We can now proceed as before with the caveat that not all functions on G have
gradients with respect to (, ). This prompts the following terminology:

Definition F' € C*(G) is admissible if it has a gradient with respect to (, ).

For admissible functions F', G € C*°(G), we can compute the Poisson bracket of
their restrictions to V' as before:

{F> G}(f) = (ga [WBVF&WBVGA)’
for £ e V.
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Finally, an admissible function F' € C*°(G) is invariant if
[57 VFE] = Oa

for all £ € G. For such functions, the analysis of the previous section goes through
as before and is summarised in the following theorem.

Theorem 2.2 Let F' and G be invariant, admissible functions on G. Then their
restrictions to V. Poisson commute.
Moreover, the Hamiltonian vector field corresponding to F' is given by

XF(&) = [WKVFg,f],
forEeV.

2.3 Twisted loop algebras
To introduce the loop algebras to which these ideas will be applied, we begin by
fixing the following ingredients:

1. A compact semisimple Lie algebra g.

2. An automorphism 7 : g — g of finite order k with fixed set &.

3. The primitive k-th root of unity w = e>7%/%,
In addition, we fix an Iwasawa decomposition of €C:

t“=tdb,

where b is a solvable subalgebra of €. Such a decomposition exists since ¢ is compact
so that €€ is reductive.
Define a loop algebra by

Agt ={c:8" = g : (W) =7\ for all A e S'}

and equip it with the Sobolev H"-topology for some r > % Thus Ag® is a Banach
(indeed, Hilbert) Lie algebra under point-wise bracket. There is an analogue of the
Iwasawa decomposition for Agt: let Ag, be the real form

Agr ={¢€Agi:¢: 5" — g}
and define a complementary subalgebra by
Ay g€ = {€ € Ag® : € extends holomorphically to &€ : D — g€ and £(0) € b},

where D is the disc {|A| < 1}.
A loop ¢ € AgC has a Fourier decomposition:

§= Z - nA"

nez
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with each &, € g€ satisfying 7€, = w™"¢,. (Our convention of labelling the coeffi-
cient of A™ by —n is to prevent a welter of negative indices in subsequent formulae.)
In terms of this decomposition, the conjugation on Ag< across the real form Ag, is
given by

£=

where the conjugation in g€ is with respect to the real form g. Moreover, our sub-
algebras are given by

Agr = {(€Mgf:&=E)
Mgt = {eengt ¢, =0forn>0; & € b}

From this it is clear that
Agf = Agr & Ay gt

is a vector space decomposition into closed subalgebras.

Now let # be the Killing form of g€ and introduce a (weakly) non-degenerate
invariant symmetric bilinear form (, ) on Ag¢ by taking the imaginary part of the
L? inner product:

(&) =Im/51 K(€,m).

Observe that both Ag, and A, g® are isotropic for this form so that we are in the
situation of the previous discussion.

Let 7x, 75 be the projections onto Ag,, A, gC along A, g%, Ag, respectively. To
calculate these, write & € Ag¢ as

E=¢6"+60+¢,
where
gh=Y e L=gett =) e
n>0 n<0

Further, write £ = & + &0 for the Iwasawa decomposition of ¥ into £ and b parts.
Then

E=E+E+E)+H(E - +g)
and the first summand is in Ag, while the second is in A gC. In particular, we have
€ =&+ & +E (2.3)
Recall that finite-dimensional subspaces V' C Ag, satisfying
e[V, Argr] CV
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inherit a Poisson structure from (A g€)*. Our main examples of such subspaces are
the spaces of polynomial loops given by

Ag={ € Ag-: &, =0 for all n| > d},

where d € N. Indeed, if £ € Ay and 7 € A, g® then \%¢ extends holomorphically to
D so that [A\%¢, 7] does also. This means that [¢,7] = A™¢[\%¢, 7] has a pole of order
at most d at 0 € D so that

W)C[fﬂ)] = [6777]7 + [5577]8 + [Ean]_ € Ada

as required. We have therefore proved:

Proposition 2.3 Ford € N, Ay is a Poisson manifold on which the restrictions of
invariant admissible functions on AgE Poisson commute.

2.4 Zero-curvature equations

We now come to our main construction: for d € N, we will integrate a pair of
commuting Hamiltonian flows on the finite-dimensional Poisson manifold A, and,
from that data, construct a Ag,-valued 1-form which solves the Maurer—Cartan
equations. In Section 3, we shall see how such 1-forms are related to harmonic
maps.

Fix d € N with d = 1 mod k. Define f!, f2 € C>°(Ag%) by

PO =—ttm [ X n(eo, PO =-1re [ An(es)
s s

It is easy to see that the f? are invariant admissible functions with gradients given
by

Vii= Xl v = —ixil,
(here we have used d — 1 = 0 mod k to ensure that the Vf? so defined take values
in AgQ).

We restrict f!, f2 to Ag and let X, X5 denote the corresponding Hamiltonian

vector fields. Thus

(O = [EmAe Xa(€) = 6 meix'g,

for £ € A4. That these vector fields are complete is a consequence of two observa-
tions: firstly, the L? inner product

(& mn = /51 K(&5m).

is negative definite on Ag, (and thus on Ag). Secondly, the X; are of Lax form, i.e.,
of the form
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X () = [& A
For any integral curve £ of such an X we have
djdte)? = 2(6,€)
= 2([€, A(9)],§) = —2(A(£), [¢,€]) = 0

so that & takes values in a sphere in Ay whence X is complete.
Let X{, X! be the flows corresponding to the X;. Since f* and f2 Poisson com-
mute, the commutator [X7, X5] vanishes so that

X5 o XL = XLo X3,

for all s, t € R. Now fix an initial condition &, € A4 and define £ : R2 — A4 by
€(s,1) = X} 0 X3(&,).

Then & satisfies
d§ = X1(§) ds + Xo(§) dt; £(0) = &o. (2.4)

Our interest in such maps comes from the possibility of constructing loops of flat
connections from them:

Theorem 2.4 Let £ : R? — Ay be the solution of (2.4) and define a Ag,-valued
1-form o on R? by

o= —mc(Vfids+ VfEdt).
Then « solves the Maurer—Cartan equations:

da+iaAal=0.

This theorem can be proved by direct calculation or by recourse to the method of
Symes. The first approach is an exercise for the Reader while the second will be
carried out in Section 4.

We have thus obtained solutions to the Maurer—Cartan equations by integrating
Hamiltonian ordinary differential equations on some Ag. Our application to har-
monic maps will depend on the precise algebraic form of the solutions so obtained
and it is to this that we now turn. We have

a=—m(Vfids+ VfEdt) = me(A\7 ¢ ds + i ¢ dt).

This simplifies if we introduce the complex co-ordinate z = s + it on R?:
a =N dz).

We now use (2.3), together with the fact that £ takes values in Ay, to get

a = N7 dz+ (N lede)) + (M) dz
Ailfd dz + (fd_1 dZ)H— A_qdz.
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To compute the A-independent term, we must understand the Iwasawa decomposi-
tion of €C: let t be the given maximal torus in €, n the nilpotent subalgebra given by
the positive root spaces and set h = t€. Then we have

tC=nehen, b=(it)on
Corresponding to this decomposition of €€, write 7 € €€ as
1N = Nt Nt 1a
It is then easy to check that
(ndz)e= (et dn) dz + (net 0 dZ. (2.5)
This suggests that we define r : €€ — £ by
r(n) = 1t 374
Then, denoting the (1,0)-part of a by ', we conclude that
of = (A +r(8a)) d. (2.6)
We can now summarise our discussion in the following theorem:

Theorem 2.5 For each d = 1 mod k and &, € Ay, there is a unique solution & :
R2 — Ay to

E_ferarran) €= (2.7
and then the Ag,-valued 1-form « given by
a=A"+rE))dz+ M a+r(€ar)) dz (2.8)

satisfies the Maurer—Cartan equations.

Remark When g has rank greater then one, we may generalise these methods to
produce Maurer—Cartan solutions on C" by simultaneous integration of 2n com-
muting flows. Briefly, the idea is to consider ad-invariant polynomials P : g¢ — C
and define functions f!, f? on Ag¢ by

P@=tm [ amP©s F© = Re [ AP

which are easily seen to be admissible and invariant. Any collection of such functions,
with P ranging over ad-invariant polynomials, will Poisson commute and so give
rise to a solution to the Maurer—Cartan equations. By choosing the exponents m
appropriately, one obtains solutions « with the same kind of A-dependence as in
(2.6). From such « one can construct pluriharmonic maps of C™.

We shall not pursue this topic further in this chapter but, instead, refer the Reader
to the discussion in [14].
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2.5 The r-matrix approach

Elsewhere in this volume (and in the papers [24, 14]), a different approach to the
construction of commuting flows on loop algebras is employed, to wit: the r-matrix
formalism of Reyman—Semenov-Tian-Shansky [48]. In this section, we take a break
from our main development to briefly review this method and show how it gives the
same Poisson structures on Ag, as the Adler—-Kostant—Symes scheme. For brevity
of exposition, we shall ignore questions of completeness of metrics, admissibility of
functions and so on.

We begin with a (possibly infinite-dimensional) Lie algebra G. A linear map R :
G — G is called an r-matriz if the bracket defined by

[€,n]r = [RE, 0] + [§, R

satisfies the Jacobi identity. This is easily seen to be the case if R solves the (mod-
ified) classical Yang-Baxter equations:

R[§7 n]R - [Rf, Rn] = a[€7 77}7 (29)

for some fixed a € C. Given an r-matrix, G acquires a second Lie algebra structure
so that the construction which opens Section 1.1 equips G* with a second Poisson
structure.

Suppose also that G is equipped with an ad-invariant inner product (, ). We use
this to transfer the new Poisson structure from G* to G and thus arrive at a Poisson
structure on G with bracket:

{fag}R(g) = <§7 [gradff’gradng>a (210)

where grad denotes the gradient with respect to (, ).

Such Poisson structures enjoy many of the properties of those constructed by the
Adler-Kostant—Symes scheme. In particular, ad-invariant functions on G Poisson
commute and give rise to solutions of the Maurer—Cartan equations.

Let us show that both these constructions coincide in our setting: define a linear
map R: Ag, — Ag, by

RE = i€t + Ro&® —ig.
Here Ry : ¢ — £ is given by
Ron = ine—inm.

One observes that the +i-eigenspaces of R are subalgebras of Agt while the 0-
eigenspace is the abelian subalgebra h. From this, it is easy to check that R solves
the modified classical Yang-Baxter equations (2.9) with a = —1 and so is an r-
matrix.

Recall that Ag, carries the ad-invariant, negative definite inner product,

(&,m) :/51 (&)
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so that R induces a Poisson structure on Ag,.

We claim that this Poisson structure is the same as the one described in Sec-
tion 2.3. To see this, it suffices to compare Hamiltonian vector fields. So let f be
some function on Ag, and recall that its Hamiltonian vector field with respect to
the Adler—Kostant—Symes Poisson structure is given by

il 15V fe] = [, 7V fe] —msl€, 1BV fe]
= [é-aﬂ—viﬁ] _ﬂ-BE?va],

for £ € Ag,. Here the last equality is due to the fact that 7g[§, TV f¢] vanishes
since Ag, is a subalgebra.

On the other hand, we note that R is skew-symmetric for (, ) and use this,
together with (2.10), to see that the Hamiltonian vector field of f with respect to
the R-Poisson structure is given by

[§, Rgrad f¢] — R[§, grad f¢] = [§, (R + 1) grad f¢] — (R +i)[¢, grad fe].

That these vector fields are the same is an immediate consequence of two easily
verified facts. Firstly, the relation between the two gradients is given by

grad fe = 3;(Vfe =V fe),
for £ € Ag,. Secondly, one deduces from (2.3) and (2.5) that

5§ = 5; (R +1)(€ — €),
for ¢ € AgC. From this it is clear that, for £ € Ag,,

€, 78V fe] = msl¢, Vel = [§ (R + i) grad fe] — (R +14)[€, grad fe]
so that the Poisson structures coincide.
Example Let g = s0(5) and let 7: g — g be conjugation by

1

-1
-1
Then 7 is an automorphism of order 4 with fixed set a maximal torus t of so(5).

The Iwasawa decomposition of t€ is t€ = t @ it with no n-part so that the r-matrix
in this case is given by

R¢ =i¢t —ie™.

This is (up to a factor of ) the r-matrix used in [24] to construct commuting flows
from which all minimal non-superminimal 2-tori are obtained.
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Remark In fact the r-matrix formalism constitutes a strict generalisation of the
Adler-Kostant—Symes scheme. In the notation of Section 1.1, one may define an r-
matrix on g by setting R = %(m,— 7y and then check that £° is a Poisson submanifold
of g with respect to the Poisson structure obtained from R. Moreover, the induced
Poisson structure on £° coincides with that provided by the Adler-Kostant—Symes
scheme (c.f., [40]).

However, when it can be applied, the Adler—Kostant—Symes scheme has advan-
tages. In particular, the symplectic leaves are known to be the B-orbits on £° and
so Poisson submanifolds are more readily identified.

3 Harmonic and primitive maps

We now turn from symplectic geometry to Riemannian geometry and apply the
theory of the preceding sections to the construction of harmonic maps from R? into
certain homogeneous spaces. We begin by describing the class of such spaces with
which we shall be concerned.

3.1 Symmetric and k-symmetric spaces

Recall the data of Section 2.3: a compact semisimple Lie algebra g; an automorphism
7 :g — g of order k with fixed set €; the primitive k-th root of unity w = e2™*/*. We
have an eigenspace decomposition of g©:

“=>

=
where g; is the w’-eigenspace of 7. Clearly, go = €©, §; = g_; and
[9i,95] C 8ty

for all i, j € Zj, (here, of course, all arithmetic is modulo k). In particular, define
m C g by

mc = Z gi-

i€Z;\{0}
Then
g=¢tdm (3.1)

and [¢,m] C m so that (3.1) is a reductive decomposition. Moreover, when k = 2,
m® = g, so that

[m,m] C ¢

and, in this case, (3.1) is a symmetric decomposition of g.
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Let G be a compact semisimple Lie group with Lie algebra g and suppose that
T exponentiates to give an order k automorphism, also called 7, of G. Further let
(G™)o C K C G7 so that K has Lie algebra ¢.

Consider the coset space N = G/K with base-point 0 = eK. Define ¥ : N — N
by

7(g-0)=7(9) -0,
for g € G. Similarly, for z =g -0 € N, define 7, : N — N by

fp=gotog L
Then each 7, is a diffeomorphism or order k£ having x as an isolated fixed point.
Moreover, we may use the Killing form of g to equip N with a metric for which
each of the 7, is an isometry so that N has the structure of a (regular) k-symmetric
space in the sense of [37]. Of course, the 2-symmetric spaces are just the familiar
Riemannian symmetric spaces of compact type.

The algebraic situation in g transfers to the reductive homogeneous space N as

follows: for x = g-0 € N, the map g — T, N given by

£ % tzoexpt@x
restricts to an isomorphism Ad gm — T, N. The inverse map 3, : T, N — Adgm C g
may be viewed as a g-valued 1-form § on N which, after [15], we call the Maurer—
Cartan form of N.
This prompts in part the following notation: if [ C g€ is an Ad K-invariant sub-
space, let [[] denote the subbundle of the trivial bundle g© = N x g defined by

g0 =Adgl.

In particular, 8 : TN — [m] is a bundle isomorphism while [€], is the Lie algebra of
the stabiliser of € N. Moreover, the wi-eigenspace of d7, at © € N corresponds
to [gi], under the isomorphism .

3.2 Harmonic maps

A map ¢ : M — N of Riemannian manifolds is harmonic if it extremizes the energy
functional

E(¢) = /D |d¢|? dvol (3.2)

on all compact sub-domains D C M (for an introduction to harmonic maps in
this volume, see [59]). In case that the target is a reductive homogeneous space
N = G/K, the corresponding Euler-Lagrange equations have a particularly simple
form. Indeed, if such an NV has metric induced from an invariant metric on g, we may
use these metrics to identify TN with TN and g* with g. In this way, TN becomes
a symplectic manifold on which G acts symplectically and the moment map for this
action is precisely the Maurer—Cartan form 5 : TN — g = g*. A Noether analysis
of the energy functional (3.2) now gives [44] (c.f. also, [59]):
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Lemma 3.1 ¢ is harmonic if and only if the pull-back of the Maurer—Cartan form
is co-closed:

d*¢*p =0.

We can gain a different perspective on the harmonic map equations by lifting
everything to the frame bundle. Let 7 : G — N = G/K be the coset projection and
¢: M — N be amap. A framing of ¢ is a map ® : M — G such that 1o ® = ¢ so
that the following diagram commutes:

G

M N

Such lifts always exist locally.
So let ¢ : M — N be a map with framing ® and set & = ®~1d®. Corresponding
to the reductive decomposition g = £ @ m is a decomposition of «,

o =t Qo
and one may easily verify that
¢* = Ad D ay,
We can now express the harmonic map equations in terms of a:
dx¢*8 = d(AdD * ah
= Ad®{d* ag [a A xals,
where we have used d(Ad ®) = Ad® o ad . Thus ¢ if harmonic if and only if
d * at [ A k= 0. (3.3)

Henceforth, we will restrict attention to the case where M is two-dimensional.
Then the energy is conformally invariant so that we may take M to be a Riemann
surface. We now have a type decomposition an= o+ o where a/is an m®-valued
(1,0)-form with complex conjugate a/. Then

K= — 1t 1oy,
so that (3.3) becomes

0 = —(dalt [anal))+ (daik+ [aAal])
= —(dait [aeh o + [ah A o)) + (dadh + [ce/ alf] + [aiA )
= —(dagpt [N ay) + (dag + [ o). (3.4)
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On the other hand, we have the Maurer—Cartan equations for & whose m- and ¢-parts
read

dog+ [owen o] + dovy, + [/ ag] + [apA dglvi= 0 (3.5)
dagt 3 [oeh o} + [apA ale= 0. (3.6)

In particular, (3.4) and (3.5) are equivalent to
dagt [k A af] = — 5 [opA difm

Suppose now that [a, A alf]wanishes (certainly true when N is a Riemannian
symmetric space since then [m, m] C £). The harmonic map equations combine with
the Maurer—Cartan equations to give

dag+ [og Aoy = dag + [a Aag] =0 (3.7)
dagt §[oeA o} + [ap ad = 0. (3.8)

Remark These last equations have a gauge-theoretic formulation: let A denote the
connection d + apwith curvature F4 and (temporarily) denote o, by ¥. Then our
equations read

dAv = 0
Fy = —[\If/\i]

which are the Yang—Mills—Higgs equations for the connection A and the Higgs field
. (See Hitchin [30] for a far-reaching study of these equations when N is the non-
compact symmetric space G¢/G.)

The equations (3.7) and (3.8) are invariant under an S'-action: for A € S* and «
a g-valued 1-form, set

Aa=ay = A"t 4 apt Aol (3.9)

This is clearly an action of S on g-valued 1-forms which preserves the solution set
of (3.7) and (3.8). In fact, more is true: compare coefficients of A to see that (3.7)
and (3.8) hold for « precisely when

doy + %[oo\/\oz,\] =0

for all A € S'. Otherwise said, we have written the harmonic map equations as a
loop of zero-curvature equations (c.f. [42, 55, 64, 65]).

Conversely, suppose that M is simply connected and let o) be a loop of 1-forms
of the form (3.9) such that

1. [ al]w= 0;

2. doay + %[a)\ Aay] =0, for all A € St.
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Then, by Theorem 2.1, for each A\ € S* we can find a map ®, : M — G such that
(p;ldq))\ = Q)

and, since a satisfies (3.7) and (3.8), we conclude that each ¢y =m0 ®y : M — N
is harmonic. In particular, harmonic maps of this kind come in S!-families.

This analysis applies to harmonic maps into any reductive homogeneous space N
(with metric induced by one on g) which satisfy the auxiliary condition

[ gl wi= 0

(which is the same as demanding that [¢* ' A¢*3”] be [€]-valued). This last condition
is trivially satisfied when NV is a 2-symmetric space and then our discussion is valid
for all harmonic maps.

So let us consider the case when N is a Riemannian symmetric space and show
how the results of Section 2 provide harmonic maps of R? — N. For this, let 7 be
the involution determining N so that

go = €% g =m"

and recall the loop algebra Ag,. Consider the algebraic structure of « in (3.9):
the coefficient of A=! is a g;-valued (1,0)-form, the constant (in \) term is €-valued
while the A-coefficient is a gi-valued (0, 1)-form. In particular, o) may be viewed
as a Ag,-valued 1-form. Moreover, we see from (2.8) that this is precisely the type
of Ag,-valued 1-form that arises as the solution to the zero-curvature equations in
Theorem 2.5 so that combining that theorem with our present discussion gives

Theorem 3.2 For each d € 2N+ 1 and &, € Ay, there is a unique solution to

o€ _
5 = [EA " a+r(Ea);  €0) =6
and then there is a harmonic map ¢ : R — N with framing ® : R? — G satisfying

D100 /02 = &4+ 1(€a-1)-

We have therefore succeeded in constructing harmonic maps of R? into Rieman-
nian symmetric spaces N from our commuting Hamiltonian flows on the Poisson
manifolds Agy. We call the maps so obtained harmonic maps of finite type.

When is a harmonic map R? — N of finite type? The framing ® of such a map
has af,= &4 dz and this leads to necessary conditions. Indeed, comparing coefficients
in the differential equation for £ gives

déq = [€q, (r(§a—1) — Ea—1) dz + 1(Ea—1) dZ]

which takes values in [£4, £€]. Otherwise said, d¢ takes values in the tangent space
at &; to the Ad KC-orbit through &;. We therefore deduce from the uniqueness of
solutions to ODE:

Lemma 3.3 &; : R2 — m® (and hence o/(0/0z)) takes values in a single Ad K©-

orbit in mC.
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This has the effect of ensuring that certain polynomial invariants of a finite type
harmonic map are constant: if P : m®C — C is an Ad KC-invariant polynomial of
degree r then clearly P(ai(0/0z)) is constant. On the other hand, P gives rise to a
G-invariant, and hence parallel, section P of S™T*NC 2 57[m®] by

]39.0 =PoAdg!
so that we have
¢* PO = P(a/(0/02))dz" = cdz"

for some constant c.

One important class of harmonic maps which satisfy such constraints is that
of doubly periodic harmonic maps or, equivalently, lifts to the universal cover of
harmonic 2-tori. Indeed, for any harmonic map, it is known that these polynomial
invariants are holomorphic differentials: one may write the harmonic map equations
as

V5 920002 =0,

where V¢ is the pull-back of the Levi-Civita connection on N (see [59]) and then,
for any parallel field of polynomials P we have

%f’(a(b/@z, 2, 00/02) = (V] ):06/02,00/0z, ..., 06/0z) = 0.
In particular, when ¢ is doubly periodic, each ¢*ﬁ(T70) is constant by Liouville’s
theorem.

Each common level set of the invariant polynomials on m*~ comprises but a finite
number of Ad KC-orbits so that harmonic 2-tori come close to satisfying the neces-
sary condition to be of finite type provided by Lemma 3.3. In fact, in this case, that
necessary condition is almost sufficient: we shall see in Section 5 that the following
theorem is a consequence of the results of [14].

C

Theorem 3.4 Let ¢ : R2 — N be a doubly periodic harmonic map into a Rie-
mannian symmetric space. Suppose that some (and hence every) framing of ¢ has
al(0/0z) taking values in a single semisimple Ad K©-orbit in m®. Then ¢ is of finite
type.

Here an orbit is semisimple if it consists of elements ¢ € m® which are semisimple
in the sense that ad ¢ is diagonalisable.

Let us conclude this section with an example which gives geometric meaning to the
“semisimple orbit” hypothesis. For a rank 1 symmetric space, the semisimple orbits
are just the non-zero level sets of the Killing form. The corresponding quadratic form
on TNC is the complexified metric h so that the constant holomorphic differential
for a doubly periodic map ¢ is just the obstruction to conformality ¢*h(>?). We
therefore conclude
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Theorem 3.5 A doubly periodic non-conformal harmonic map ¢ : R?> — N into a
rank 1 symmetric space is of finite type.

While this result explicitly excludes the geometrically interesting case of minimal
2-tori, it is already strong enough to be very useful. For instance, the non-conformal
harmonic 2-tori in S? are precisely the Gauss maps of constant mean curvature tori
in R? and, in this case, the theorem reproduces the basic result of Pinkall-Sterling
[41].

For spheres and complex projective spaces, this result will be improved in Sec-
tion 3.5.

3.3 Primitive maps

We now extend our theory to treat certain harmonic maps into k-symmetric spaces
N where k > 2. Let us begin by introducing the class of harmonic maps that our
constructions will produce.

So let N = G/K be a k-symmetric space, k > 2, with automorphism 7 and
associated eigenspace decomposition

g“ = Zgi-

1€ZLy,
In particular, g_; = g1 and, since k > 2, g1 Ng_; = {0}.

Definition A map ¢ : M — N of a Riemann surface is primitive if ¢*3’ takes
values in [g_1]. Equivalently, ¢ is primitive if and only if any framing ® has af,
taking values in g_;.

Example Consider the case k = 3: here we have
mt =g, &g

so that N acquires an invariant almost complex structure with 7O N = [g-1]-
This is the non-integrable almost complex structure discussed by Salamon [49] who
viewed 3-symmetric spaces as twistor spaces for Riemannian symmetric spaces (in
this regard, see also [10, 15]). In this setting, primitive maps are just (almost)
holomorphic maps.

In general, primitive maps are examples of maps which are f-holomorphic with
respect to a horizontal f-structure in the sense of Black [4]. Under rather general
conditions, such maps enjoy a number of interesting and useful properties which, in
our setting, stem ultimately from the relation

[917971} Cgo= €. (3.10)

To be more precise, under the additional assumption that all irreducible subrep-
resentations of the adjoint representation of K on m® occur with multiplicity one,
Black proves:
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1. All primitive maps are equiharmonic, that is, harmonic with respect to any
invariant metric on V;

2. If p: N=G/K — G/H is any homogeneous projection and ¢ : M — N is
equiharmonic then so is p o ¢.

Even without such extra assumptions, restricted versions of these results are still
available. For this, consider a framing of a primitive map with associated 1-form a.
We know that o takes values in g_; so that, in view of (3.10), we have

[l A o] = 0.

The projections of the Maurer—Cartan equations for « onto g_1, g1 and go therefore
read

dagt [ il = 0 (3.11)
dain + A ale] =0 (3.12)
daet 3o A o] + (oA agg] = 0. (3.13)

However, these are just the harmonic maps equations (3.7) and (3.8) and we con-
clude:

Theorem 3.6 A primitive map ¢ : M — N is harmonic with respect to the metric
on N induced by that on g.

Primitive maps are also well-behaved with respect to projections: let G/H be a
reductive homogeneous space with K C H and reductive decomposition

g=bdp

which we assume to be orthogonal and stable under 7. As usual, equip G/H with
the metric induced by that on g and let p: N = G/K — G/H be the homogeneous
projection. We have

Theorem 3.7 If ¢ : M — N is primitive then po ¢ : M — G/H is harmonic.

Proof. Let | be the orthogonal complement of € in b so that we have a T-stable
decomposition

g=tplDp
with
h=¢tD m=I[&p.

Both (€ and p© decompose into eigenspaces of T and we have various relations be-
tween these eigenspaces: [l1,p_1] C go = €€ but [I°,p€] C [HC,p%] C p© s0 that

[[1,]3_1] =0. (314)
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We also have [p1,p_1] C €€ so that
[p1,p—1]p=0. (3.15)

Any framing for ¢ is one for p o ¢ also so it suffices to prove that, for such a

framing,

[a A o ]p= 0; (3.16)

dag,+ [ay\ oy = 0.
However, ajy= o)+ ay, takes values in g_1 so that oy, is p_1-valued and (3.16) follows
from (8.15). Finally,

daj,+ [a\ oy = dag+ [owh ] + [af A oy

= daj+ [N

in view of (8.14) and this last is just the p-part of dal+ [cwA ) which vanishes by
(3.11). 0

In particular, primitive maps may give rise, by projection, to harmonic maps into
Riemannian symmetric spaces and it is from this possibility that our principal in-
terest in them derives.

Consider now the loop (3.9) of 1-forms

ay = Aol ark A,

where o = ®~1d® for a framing ® of a primitive map ¢. Then o/ is g_;-valued so
that we may view «) as a Ag,-valued 1-form.

Since ¢ is harmonic and [a A aif]wanishes, the discussion in Section 3.2 applies
so that, for each A € S1,

day + %[0&)\ /\OQ\] =0.

Thus primitive maps also give rise to zero-curvature equations.
Conversely, suppose that M is simply connected and «) is a Ag,-valued 1-form
of the form (3.9) such that

doy + %[a,\ Aay] =0.
Then, by Theorem 2.1, for each A € S, we can find a map ®, : M — G such that
d,1ddy = ay
and then ¢, = m o ®, will be harmonic. In fact, more is true: since
()= A",
takes values in g_;, we conclude that each ¢, is primitive. In particular, primitive
maps of simply connected surfaces come in S!-families.
Finally let us show how the results of Section 2 provide primitive maps R? — N.
For this, observe that Ag,.-valued 1-forms of the form (3.9) are precisely the kind of

1-form that arises as the solution to the zero-curvature equations in Theorem 2.5
so that we get
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Theorem 3.8 For each d =1 mod k and &, € Ay, there is a unique solution to

Xt €0 =6

and then there is a primitive map ¢ : R? — N with framing ® : R?2 — G satisfying
>1d®(0/9z) = &a + r(€a—1)-

We call the primitive maps so obtained primitive maps of finite type.

A similar analysis to that in Section 3.2 can be carried out for primitive maps
to give sufficient conditions for a primitive map to be of finite type. Just as before,
such a map must have &; = a/(0/0z) taking values in a single Ad K -orbit in g_
and, for doubly periodic maps, this condition is almost sufficient. Indeed, as we shall
see in Section 5, the results of [11, 14] imply:

Theorem 3.9 Let ¢ : R? — N be a doubly periodic primitive map into a k-
symmetric space, k > 2. Suppose that some (and hence every) framing of ¢ has
al(0/0z) taking values in a single semisimple Ad K©-orbit in g_1. Then ¢ is of
finite type.

We conclude this section with an alternative formulation of the “semisimple orbit”
condition which will be useful below. First, the holomorphic differentials argument
of Section 3.2 can be extended to primitive maps so that one can conclude that a
doubly periodic primitive map of R? has o/(0/9z) taking values in a single common
level set of the Ad KC-invariant polynomials on g_;. On the other hand, Vinberg
[56] proves that each such level set contains a single semisimple orbit and that this
is the unique closed orbit in the level set. We therefore deduce:

Theorem 3.10 Let ¢ : R2 — N be a doubly periodic primitive map into a k-
symmetric space, k > 2. Suppose that, for some (and hence every) framing of ¢,
al(0/0z) is semisimple on a dense subset of M. Then ¢ is of finite type.

3.4 Example: Toda fields

As an illustration of our ideas, we describe some results of Bolton—Pedit—Woodward
[7] which relate certain primitive maps into flag manifolds with (periodic) Toda
fields (for further details, see [8] in this volume). We begin by introducing the basic
ingredients of Toda field theory.

Let g be a compact, simple Lie algebra with Killing form « and, as usual, fix a
maximal toral subalgebra t and set a = it so that h = t© = t®a is a Cartan subalgebra
of g®. We also fix a choice of positive roots At C A(g®, h) with corresponding simple
roots ai,...,qp. Since g is simple, we have another distinguished root: the highest
root i and we set

Im={ay,...,qp,—pu}

Thus IT is the set of roots labelling the nodes of the extended Dynkin diagram of
g®. From the elementary properties of root systems (see, for example, [33]), we have
that if a, 3 € IT and X,, € g%, X_5 € g~# then
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[0 if o 3
[Xa, X—g] = { W(Xo, X_g)H, ifa=p (3.17)

where H, € a is the Killing dual of «.

With this understood, we can describe Toda field theory. This is a nonlinear
Lagrangian field theory where the fields are maps « : R?> — a and the Lagrangian is
given by

/ 2k (du, du) — Z e dyol.

R2 aclIl

The Euler-Lagrange equations for this functional are

d'du— Y e H, =0 (3.18)

acll

and solutions of this are Toda fields.
Remark The alert Reader will notice that our Toda field equations differ from
those in [7, 8]. The difference is a matter of normalisation with that in [7, 8] chosen

to ensure that zero is a solution. We have given a normalisation which emphasises
the relationship with the Toda lattice of Section 1.5.

We can find a zero-curvature formulation of (3.18) via the following ansatz: fix,
once and for all, root vectors X, € g, a € II with

KXo, Xo) = *i
and set X =)

ay = A"tal+ ark Al

act Xa- Now for u : R? — a, define a loop of g-valued 1-forms

by
ap, = Adexp(u/2)X dz = Z eW/2X dz
acll
i ou ou _
ap = §*du=% (&z'dz_ﬁidz>

all = ol = Adexp(—u/2)X dz.
In particular, ais t-valued so that [ ay] vanishes. For any field u, it is easy to
verify that

dag+ [ou/ o] = 0 = dal] + [N a]

while, in view of (3.17),

tdxdu+ Y e*Mr(Xo, Xo)Hy dz N dZ
acll

= (dxdu+ Z e“WH, %1)

acll

= —ix(ddu—)_ e*™MH,).

acll

dat 3o/ o] + [ap o
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Thus we conclude:

Proposition 3.11 u: R? — a is a Toda field if and only if
day + [ax Aay] =0,

for all X € St.

Remark There are numerous other (gauge-equivalent) zero-curvature formulations
of the Toda field equations (see, for example, [38]). We have chosen this one because
it gives real-valued a.

We now turn to a geometric interpretation of the Toda field equations. Let G be
the adjoint group of g (so that, in particular, G has trivial centre) and let T, A be
the analytic subgroups with Lie algebras t, a. Consider the flag manifold G/T—we
equip this with the structure of a k-symmetric space as follows. Let §; € t,1 < j <
be defined by

ai(§) = V=1

and set £ = " ¢;. In particular, a(§) € /—1%Z, for all o € A(g%, p), and we define
k € N by

p(€) = v=1(k - 1).

We take 7 to be conjugation by exp(—27&/k): this is an order k automorphism of G.
Then T is the identity component of the fixed set of 7 so that G/T is a k-symmetric
space.

Remark This is an example of a rather general construction: any generalised flag
manifold G¢/P, where P is a parabolic subgroup, can be given a canonical k-
symmetric structure [15, p. 52].

In the case at hand, observe that in the decomposition of g€ into eigenspaces of
T, we have

go=b ga1=) g

acll

so that we can immediately deduce the following result from Theorem 2.1 and
Proposition 3.11:

Proposition 3.12 Let u : R? — a be a Toda field with loop of 1-forms ax. Then
each ay = <I>de¢)>\ for a framing ® : R?> — G of a primitive map ¢ : R? — G/T.

We call such a framing of a primitive map a Toda frame.

When does a primitive map R? — G/T have a Toda frame? Observe that, by
construction, a Toda frame has a/(9/0z) taking values in the Ad A-orbit of X. In
fact, the converse is true: it is easy to see that A acts simply transitively on Ad(A)X
while exp : @ — A is a diffeomorphism so that, if a framing has «/(9/0z) taking
values in Ad(A)X then we may take logarithms to find u : R? — a satisfying
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ap= Adexp(u/2)X dz.

Moreover, one can show that aqis determined completely by i, and the Maurer—
Cartan equations so that

= % * du.
Thus

Lemma 3.13 [7] A frame is Toda if and only if a(0/0%) takes values in Ad(A)X.

To go further, we must introduce some ideas of Kostant [35]: define the set of
cyclic elements C C g_1 by

C:{anXa: co € C\ {0} }.

Concerning these, Kostant proves
1. any element of C is (regular) semisimple;

2. if Py,..., P, are algebraically independent homogeneous generators of the in-
variant polynomials on g€ with deg P, < --- < deg P, then

Plg =0 for1<i<l-1

and, for £ € g_1, £ € C if and only if P;(§) # 0.
3. For ¢ # 0, T acts simply transitively on the set of Ad A-orbits in P, *{c}.

From this, we deduce that if a framing ® satisfies P;(a/(0/0z)) = P,(X) then there
is a unique gauge transformation taking ® to a Toda frame. More generally, when
P(al{0/0z)) is a non-zero constant, we can make a linear change of co-ordinate
cz = w so that P(al{d/0w)) = P,(X) and so obtain a Toda frame.

To summarise:

Theorem 3.14 [7] A primitive map ¢ : R? — G/T has a Toda frame (after a
linear change of co-ordinate) if and only if, for some (and hence, every) framing
we have that Py(a(0/0z)) is a non-zero constant. Moreover, in this case, the Toda
frame is unique.

From the uniqueness assertion, we also get

Corollary 3.15 [7] Let ¢ : R? — G/T be a primitive map with Toda frame ® and
corresponding Toda field w. Then ¢ is doubly periodic if and only if ® is doubly
periodic and then w is doubly periodic.
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We remark that the usual holomorphic differentials argument shows that a doubly
periodic primitive map has a Toda frame if and only if al{0/9z) is cyclic at some
(and hence, every) point of R?.

We can now apply Theorem 3.9 to obtain such doubly periodic primitive maps
from commuting flows. Indeed, a primitive map with Toda frame necessarily satisfies
the “semisimple orbit” hypothesis since X is semisimple so that we have

Theorem 3.16 [7] A doubly periodic primitive map ¢ : R — G /T with non-zero
P(0{0/02z)) is of finite type.

In particular, we obtain doubly periodic Toda fields this way from Corollary 3.15.
However, more is true: while it is not the case that doubly-periodic Toda fields nec-
essarily produce doubly periodic primitive maps (there may be holonomy), Bolton—
Pedit—-Woodward prove that, for doubly periodic Toda fields, the Ag,-valued 1-form
ay always arises as in Theorem 2.5 so that all doubly periodic Toda fields are of
finite type.

Examples Let us take G = SO(5) with flag manifold F = SO(5)/SO(2) x SO(2).
We have the homogeneous fibration p : F' — §4 and a homogeneous diffeomorphism
between F and the Grassmannian bundle Go(T'S*) of oriented 2-planes in T'S*.
Under this indentification, a map ¢ : M — F' is primitive if and only if it is the
Gauss map of a minimal (i.e., conformal and harmonic) map po ¢ : M — S* (a
result originally due to Eells—Salamon [21]). Moreover, ¢ has a Toda frame precisely
when the corresponding minimal surface is not superminimal. In this case, the above
results reproduce the analysis of Ferus—Pedit-Pinkall-Sterling [24].

Again, let us take F' = SU(n)/T™ ! as our flag manifold. A map ¢ : M — F may
be viewed as a collection of mutually orthogonal maps ¢1,...,¢, : M — CP"!
and then ¢ is primitive with Toda frame if and only if the ¢; comprise the Frenet
frame of a superconformal harmonic map M — CP"~! in the sense of [7, 8]. It was
for the study of such maps that the methods of [7] were developed.

We shall have more to say about results of this kind in the next section.

We conclude this section by briefly contemplating the geometric significance of
open Toda fields as this has received a lot of recent attention in the Physics literature
[18, 25, 26, 47, 50]. Open Toda fields are extremals of the modified Lagrangian

l

/11@ 1k(du, du) — Z e dyol

=1

where there is no longer an exponential interaction involving —u. Again there is
a zero-curvature representation but this time the primitive maps so obtained are
holomorphic maps into G/T'. In fact, they are superhorizontal holomorphic maps in
the sense of [15]. As a consequence, open Toda fields are much simpler objects for
which Weierstrass representation formulae are available. See [38] in this volume for
a brief discussion of such fields.
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3.5 Example: primitive maps and twistor lifts

We have seen how all non-conformal harmonic 2-tori in a rank-1 symmetric space are
of finite type. However, this excludes the geometrically interesting case of minimal
2-tori. On the other hand, special cases of the results of the previous section have
been used to account for certain minimal 2-tori in S* [24], S and CP" [7] by
showing that these tori have lifts which are primitive maps of finite type.

In this section, we present a generalisation of these results which accounts for
all harmonic 2-tori in a sphere S™. We begin by recalling some results from the
well-developed twistor theory of harmonic maps of a Riemann surface into a sphere.

So let ¢ : M — S™ be a harmonic map of a Riemann surface. Let T = ¢~ 1T S™
with connection V given by the pull-back of the Levi-Civita connection of S™. Let
z be a local holomorphic co-ordinate on M, set V' = V5., V" = Vj 5z and
inductively define V*¢ by

Vig=0¢/0z; Ve =V'Vig.
For z € M, define W7 C TS by
Wi = spanc{Vis:1<i<j}.

Clearly, each W is defined independently of the choice of holomorphic co-ordinate
z.

If ¢ is non-constant and (weakly) conformal then each W is isotropic for the
complexified metric on 7€ and is 1-dimensional off a discrete set of points in M.
This motivates, in part, the following definition:

Definition The isotropy dimension r of a conformal harmonic map ¢ : M — S™ is
given by

r = max{j : max, dim¢ WJ = j and W} is isotropic for all z}.
We make the convention that a non-conformal map has isotropy dimension zero.

The following facts are well known (c.f. [60]): if ¢ has isotropy dimension r > 0
then

1. For 1 < j < r+ 1, there is a bundle W7 of TC whose fibre at x coincides with
W except at a discrete set of points;

2. Each W7 is stable under V”;
3. For 1 <j<r rankWJ =j and rank W™t <r +1.

We therefore distinguish two possibilities: either W" = W"*+! or not!.

1 These two possibilities regulate the relationship between the isotropy dimension of ¢ and the
1sotropy order of ¢ [2] described by Wood [59] in this volume: if ¢ has isotropy dimension 7 then
¢ has isotropy order 2r if and only if W” = W"*! and isotropy order 2r + 1 otherwise.
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In the first case, we see that W7 is isotropic and stable under V' so that the
(complexified) inner products

(Vi$, Vig) =0

for all ¢, 7 € N. Harmonic maps of this kind are variously called pseudo-holomorphic
[16], real isotropic [22] or superminimal [9] and were completely classified by Calabi
[16] (see also [3]) who proved that all such were projections of horizontal holomorphic
curves in the twistor space of S™. Indeed, since W is stable under both V' and V",
it is parallel so that

WreWr)nT

is a parallel sub-bundle of T' with (real) rank 2r. It follows that ¢ factors through
an equatorial 2r-sphere in S™ so that, without loss of generality, we may take 2r =
n. Now recall that the twistor space Z on S?" may be viewed as the bundle of
isotropic r-planes in the complexification of 7.5%". This is a complex manifold: in
fact, SO(2r + 1) acts transitively on each of the two connected components of Z
and each component is so realised as the generalised flag manifold SO(2r+1)/U(r).
It is clear that W" defines a map ¢ : M — Z covering ¢ and the condition that W"
be parallel is equivalent to the demand that 1) be holomorphic and horizontal with
respect to the twistor fibration Z — S?". For more on twistor spaces of symmetric
spaces and their applications to harmonic maps, the Reader is refered to [15], the
surveys [12, 13, 46, 61] and the article by Kobak [34] in this volume.

Remark It is clear that the isotropy dimension r of a map ¢ : M — S™ must satisfy
2r < n. In case that 2r = n, it follows from the easily verified fact

(v?"-‘rl(b’ vz¢> = O7
for 1 < i <r, that W™ = Wt! so that ¢ is superminimal.

Let us now consider the non-superminimal harmonic maps where W" # Wr+!
or, equivalently,

(Ve Vitie) £ 0.

It is our contention that ¢ is covered by a primitive map into a suitable k-symmetric
space and, moreover, that when M is a 2-torus this primitive map is of finite type.

First we describe the relevant k-symmetric space: for 2r < n, let F"(S™) be the
bundle over S™ with fibre

Er(8™) ={w; C --- Cw, C (T,S™)C : each w; is an isotropic j-plane}
Now SO(n + 1) acts transitively on F"(S™) with stabilisers conjugate to

r times

SO(2) x -+ x SO(2) xSO(n — 2r)
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so that F"(S™) is a homogeneous space.
Fix a base-point f = (w; C -+ C w,) € FI(S™) and orthogonalise to obtain
isotropic lines Lq, ..., L, and real subspaces L., and Ly = spanc{z} so that

R™NC =L@ ) (Li © L) ® Lry1.
i=1

Take k = 2r + 2, let w be the usual primitive k-th root of unity and define Q) €
O(n+1) by

Q=w"" onlL;
Then conjugation by @ is an order k automorphism of SO(n + 1) and the identity
component of its fixed set is the stabiliser of f. Thus F'"(S™) is a k-symmetric space.

Let ¢ : M — F"(S™) be a map with projection ¢ : M — S™. We may view ¢ as

a flag of isotropic sub-bundles

d)(l) C .- C’(/)(T) CT(C
(here again T' = ¢~ 'T'S™) and one can prove
Proposition 3.17 [11] ¢ : M — F"(S™) is primitive if and only if

(i) V¢ is a (local) section of ™M);

(i) each ) is stable under V";

(iii) if o is a local section of ) then V'o is a local section of (+1),

We know from Theorem 3.7 that if 1 is primitive then ¢ is harmonic but, in the
present case, we have a converse. Let ¢ : M — S™ be a non-superminimal harmonic
map of isotropy order r. It is clear from Proposition 3.17 that the bundle of flags
W1l C ... C W defines a primitive map ¢ : M — F7(S™). When is 1 of finite type?
We have

Lemma 3.18 [11] A (local) framing of ¢ has al(0/0z) semisimple at x € M if and
only if

(V' Hie, Vi) #0
atx € M.

Since W7 # W™, we deduce that this condition holds on a dense open subset of
M and so conclude from Theorem 3.10:

Theorem 3.19 [11] A non-superminimal harmonic map of a 2-torus into a sphere
is covered by a primitive map of finite type.

Thus harmonic 2-tori in spheres are completely accounted for: either they are su-
perminimal and so arise as projections of holomorphic curves or they are obtained
by integrating commuting flows.
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Example We have seen that a non-superminimal map into S™ must have isotropy
dimension r with 2r < n. Suppose n = 2m and consider maps of isotropy dimension
m—1. Now F™~1(5?™) is the full flag manifold of SO(2m+ 1) and its k-symmetric
structure is precisely that described in Section 3.4. Moreover, when M is a 2-torus,
the primitive maps we have constructed are precisely those with Toda frames.

Again, if n = 2m — 1, the maximal isotropy dimension of a non-superminimal
map is m — 1 and, viewing S?"~! as an equator of S?™, we again conclude that
such tori are covered by primitive maps with Toda frames.

To summarise: non-superminimal harmonic 2-tori of maximal isotropy order are
all obtained from doubly-periodic Toda fields of finite type. This result was first
proved by Bolton—Pedit-Woodward [7] (see also [18]) who called such maps super-
conformal.

Remark A similar analysis can be carried out for harmonic maps into a complex
projective space. Again one has a notion of an isotropic or superminimal map (these
are the legs of the Frenet frame of a holomorphic curve) and all non-superminimal
harmonic maps are covered by primitive maps into flag manifolds with their canoni-
cal k-symmetric structure. Moreover, when M is a 2-torus, these primitive maps are
of finite type. The Reader is refered to [11] for more details on this and the other
results of this section.

4 Loop groups and extended framings

The Adler-Kostant—Symes scheme produces commuting Hamiltonian flows on Lie
algebras and we have seen how to apply this scheme to the twisted loop algebras
AgC and so obtain loops of flat connections and hence harmonic and primitive maps.
However, in Section 1.4, a method of Symes was described for integrating these flows
via projection of geodesics. We now show how this method applies in our setting.
In so doing, we will introduce an analogue of Uhlenbeck’s theory [55] of “extended
solutions” (see, also, [27] in this volume) and, incidently, obtain a conceptual proof
of Theorem 2.4.

Terminology To avoid treating the case of k-symmetric spaces with k = 2 sepa-
rately, henceforth we shall talk of primitive harmonic maps, conscious of the fact
that the primitive condition is vacuous when k = 2 and that the harmonic condition
is implied by the primitive condition when k > 2 (Theorem 3.6).

4.1 Iwasawa decomposition of AGE

We begin by introducing the infinite-dimensional Lie groups that correspond to the
Lie algebras AgS, Ag, and A, g% of Section 2.3. So let G be a compact semisimple
Lie group with order k automorphism 7 whose fixed set is K. Further, let
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K¢ =KB

be the Iwasawa decomposition of K€ corresponding to that of £*.
Let AGE be the manifold of loops

AGE = {7: 8" = GC : y(wA) = 7y()) for all X € S'}.

Thus AGC is an infinite-dimensional Lie group? under point-wise multiplication.
Further, define subgroups by

AG, = {y € AGE :v: 8" - G};
AL GE = {v € AGS : 4 extends holomorphically to v : D — G, 4(0) € B}.

Clearly, AGS has Lie algebra AgC and so on.
We now have the following Iwasawa decomposition:

Theorem 4.1 [19] Multiplication AG, x Ay GE — AGS is a diffeomorphism onto.

This result was deduced by Dorfmeister—Pedit—~Wu [19] from the special case T =
id which was proved by Pressley—Segal [43]. The main idea of Pressley—Segal was
that the homogeneous space AGE/A G can be realised as an infinite-dimensional
Grassmannian on which one can show that AG, acts transitively (c.f. [27] in this
volume).

4.2 Extended framings and a Symes formula

Let a) = A tal#ap+ Aol be a Ag,-valued 1-form on a simply-connected surface M
which satisfies the Maurer-Cartan equations. We have seen that, for each A € S*,
there is a smooth map ®) : M — G framing a primitive harmonic map ¢, : M —
G/K and satisfying

&1 1ddy = ay.

Moreover, ®, is unique up to left translation by a constant. We may choose these
constants so that ®,(x) depends smoothly on A for some (and hence every) x € M
and then we may view the ®, as a single smooth map & : M — AG, such that the
following diagram commutes:

AG,

D)
M

G

2We shall not worry about the topology of AG;(_:: in fact, it suffices to work with the (Fréchet)
C*°-topology [43].
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where evy : AG; — G is given by evaluating the loop at A € S L
We call such maps ® extended framings. Thus & is an extended framing if and
only if

(éfldi))k =ay = A"tal+ ag + A,

where o, ag and o, do not depend on A. Any extended framing gives rise to a loop
of primitive harmonic maps. Moreover, any primitive harmonic map of a simply
connected M gives rise to a loop of such maps which are covered in this way by an
extended framing. (In the case, k = 2 these results are due to Rawnsley [45].)

We can find examples of extended framings by recourse to Theorem 4.1 and the
method of Symes. For this, let A g® c AgC consist of those elements n € AgE for
which A extends holomorphically to D. Thus n € A®MgC if and only if

n= Z A

n>—1

Observe that if g € A;GS and n € AMgC then Adg n = A Adgn also extends
holomorphically to D so that A()g® is invariant under the adjoint action of A {GC.
Now choose 7, € A gE and define the (complex) geodesic g : R? — Ag® by

g(z) = exp(zn5,).
Using Theorem 4.1, we find maps a : R? — AG, b: R? — A, G such that
g=ab
and we now have
Theorem 4.2 a is an extended framing.
Proof. We argue as in Section 1.4 to see that
Nodz =dgg™' =daa™" + Ada(dbb™)
so that
a'da = i (Ada1n, dz).
Set n = Ada~'n, and observe that since
Ad g(z)no = Adexp(2n,) Mo = No,
we also have
n = Adbn,

so that n takes values in AVgC. This means that n = Yons_1 A"—p so that, by
(2.3) we have B

a tda = T (ndz) = X" dz 4 (no d2)e+ Nip dZ (4.1)
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and a is an extended framing. ]

The extended framings corresponding to finite type primitive harmonic maps all
arise in this way: let d = 1 mod k and fix an initial condition £, € Ag. Then
no = A1¢. € AW gL and we apply Theorem 4.2 to get an extended framing a. Now
set &€ = Ada=¢, = A\ 7%). Again we have & = Adb&, so that, since A%, extends
holomorphically to the disc, A%¢ does also and it follows that & : R? — A4. Now

dé = [¢, 0" da]
while, from (4.1) and (2.5), we have
a tda=mc (N dz) = (NN + (1)) dz 4+ (Mg + (1)) dZ.
We therefore conclude that
1. ¢ is the solution to the Hamiltonian equations (2.7);

2. the 1-form (2.8) constructed from ¢ is precisely a~!'da (and so solves the
Maurer—Cartan equations so that the proof of Theorem 2.4 is complete);

3. a is precisely the extended framing for the finite type primitive harmonic map
corresponding to &.

This gives an alternative characterisation of the finite type condition in terms of
the extended framing which will be useful below. To be precise, we have proved the
following theorem:

Theorem 4.3 A primitive harmonic map ¢ : R? — G/K into a k-symmetric space
is of finite type if and only if, for some d = 1 mod k, there exists £, € Ay such that,
ifa:R? — AG,, b:R? — A, GS are defined by

exp(2A471E,) = a(2)b(2),

for z € R?, then a is an extended framing for ¢ so that
¢ =moevyoa,

where m: G — G/K is the coset projection.

Remark These simple results are the starting point of a loop-group theoretic ana-
lysis of the harmonic map equations which, to some extent, parallels that of the
KdV equation by Segal-Wilson [51]. We shall return to this elsewhere. For a similar
approach to Toda fields, the Reader is refered to the contribution of McIntosh in
this volume [38] as well as [20, 39, 63].
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5 Another approach

To date, the most comprehensive results concerning the construction of harmonic
maps from commuting Hamiltonian flows are to be found in [14]. The approach
adopted in that paper is similar to the one we have been describing but differs from
it in a number of important respects. Among these are:

1. The Hamiltonian flows arise from the r-matrix formalism described in Sec-
tion 2.5 and not from the Adler—Kostant—Symes scheme.

2. The main objects of study are harmonic maps into a Lie group G rather than
into an arbitrary (k-)symmetric space. Since Lie groups are parallelisable, this
means that one can treat such maps directly without recourse to a framing.
Maps into k-symmetric spaces are then viewed as particular maps into G via
a Cartan embedding (see Section 5.3 below).

In the remaining sections of this article, we describe the theory of [14] and its
extension to the k-symmetric case in [11]. We will show how it relates to the theory
we have been developing above and, in particular, we will see how Theorems 3.4
and 3.9 can be read off a corresponding result in [14].

5.1 Hamiltonian flows in the based loop algebra

We begin by rehearsing Uhlenbeck’s zero-curvature reformulation of the harmonic
map equations for maps into a Lie group G [55] and the method of Burstall-Ferus—
Pedit-Pinkall [14] for producing solutions to those zero-curvature equations. The
Reader will find a full account of these results in Wood’s contribution to this volume
[59] and so we shall be brief here, referring the Reader to [59] or [14] for more details.

So let ¢ : M — G be a map of a Riemann surface into a compact Lie group. As
usual, set a = ¢~1dp. We may view G as the homogeneous space G/{e} so that ¢
is its own framing and it then follows from Section 3.2 that ¢ is harmonic if and
only if « is co-closed:

d*a=0. (5.1)

Indeed, in this case, & = aqin (3.3) while [a A *a] always vanishes.

Combining (5.1) with the Maurer—Cartan equations for a, one concludes with
Uhlenbeck that the loop of 1-forms given by

11—t 1—A
Ay = 5 o + 5 o

satisfies the Maurer-Cartan equations for each A € S'. Conversely, given a loop
of flat connections (5.2) on a simply connected surface M, we integrate to find a
harmonic map ¢ : M — G with ¢~ 'dp = A_;.

Observe that the loop A, in (5.2) satisfies A1 = 0 and so may be viewed as a
1-form with values in the based loop algebra Qg given by

(5.2)
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Qg={¢: 5" —g:€(1) =0}

View Qg as a subalgebra of the free loop algebra Ag (which is Ag, for 7 = id)
and set Qg = Ag N Qg. We shall produce flat Qg-valued 1-forms (5.2) on R? by
integrating commuting flows on 4. For this, fix d € N and define vector fields X7,
X5 on Q4 by

31Xy —iXa)() = [£,2i(A " = 1)&d).

As explained in Wood’s contribution [59], there is a Poisson structure on Qg which
arises from an r-matrix as in Section 2.5. Moreover, with respect to this Poisson
structure, the vector fields X; are Hamiltonian vector fields of Ad-invariant functions
and so commute. Being of Lax type, they are also complete. Thus, if we fix an initial
condition &, € {4, we may simultaneously integrate the X; to get a unique map
€ : R? — Qg satisfying

23

9. = 6207 = Dal €0 = &

Then, defining an Qg-valued 1-form by
Ay =2i(A" = 1)€gdz — 2i( N — 1)é_qdz

produces a solution to the Maurer—Cartan equations and hence a harmonic map
¢ :R? — G with ¢710¢/0z = —4i&,.

Again we shall call the maps so obtained harmonic maps of finite type.

Notation Consistency with our previous development compels us to use slightly
different notation from that in Wood’s contribution [59] and, indeed, [14]. In those
papers, the spectral parameter X is the reciprocal of ours while the coefficients &4
differ by a sign.

Remark One should note that the finite-dimensional subspaces 24 are not Pois-
son submanifolds for the Poisson structure on Qg: they are only invariant for the
Hamiltonian flows of Ad-invariant functions. Thus, while the ordinary differential
equations that we are interested in evolve on a finite-dimensional space, these spaces
are not Poisson manifolds in their own right. This is in contrast with the spaces
Ag C Ag, discussed above.

When is a harmonic map ¢ : R? — G of finite type? Given a harmonic map ¢
with associated Qg-valued 1-form Ay, we may reformulate the finite type condition
as the demand that, for some d € N, there is a map ¢ : R? —  satisfying

g = [§ AN (5.3)
o = —4iggdz. (5.4)
As before, a necessary condition for the existence of such a ¢ is that ¢~19¢/0z takes

values in a single Ad GC-orbit in g®. The principal result of [14] is that a partial
converse is true for doubly periodic harmonic maps:
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Theorem 5.1 [1/] A doubly periodic harmonic map ¢ : R — G is of finite type if
¢~10¢p/0z takes values in a single semisimple Ad GC-orbit.

We shall see later that Theorems 3.4 and 3.9 are corollaries of this theorem.
Meanwhile, let us see how it is proved. The first step is to find a formal solution to
(5.3) and (5.4), that is, a formal Laurent series

Y=Y Ny,
j>—1
with each Y; : R? — g€ such that o/ = —4iY; dz and
dy =[Y, A,] (5.5)

coefficient-wise. Using the semisimplicity hypothesis (and specifically that fact that
n € g is semisimple if and only if adn is invertible on its image) one can find
an explicit recursion formula for the Y; and so construct Y. It is an immediate
consequence of the recursion formula that if Ay is doubly periodic then so is each
Y;.

The second step is where we make essential use of the double periodicity hypoth-
esis. It follows from (5.5) that each Y; is a Jacobi field for ¢ and thus is a solution
of a linear elliptic equation. When « is doubly periodic, we view each Y; as being
defined on a torus and the compactness of the torus together with standard elliptic
theory now implies that the Y; span a finite-dimensional space. Using this, it is easy
to construct a solution & : R? — §, for some d, from some of the Y;.

5.2 Extended solutions and the Symes method

A variant of the Symes method of Section 4.2 is available for integrating the flows
on 4. This is based on the following loop group decomposition: set

AGE = {~: 8" - G}
and define subgroups

QG ={y€ AG® :~v: S' = G and (1) = e};

ALG® = {5 € AG® : 54 extends holomorphically to v : D — GC}.
We have

Theorem 5.2 [43] Multiplication QG x AL G® — AG® is a diffeomorphism onto.

Remark This is very similar to the Iwasawa decomposition in Section 4.1 the main
difference being that the uniqueness of the decomposition is ensured by basing the
real loops at 1 rather than basing the holomorphic loops at 0.
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Consider now a loop of 1-forms on a simply connected surface M:
11—t 1—A
Ay = o o
A 2 T
which solve the Maurer—Cartan equations. For each A € S', we integrate to get
maps ¥y : M — G such that

U ldv, = A,y

In particular, since A; = 0, ¥ is constant and we choose the constants of integration
so that W; = e and the ¥, form a smooth map U : M — QG. Such ¥ are the
extended solutions of Uhlenbeck [55] (c.f., [27, 59] in this volume). It is clear from
Section 5.1 that if ¥ is an extended solution, the map ¢ defined by the commuting
diagram

QG

ev_1

M G

is harmonic and all harmonic maps M — G of a simply connected M are covered
by an extended solution in this way.

The method of Symes used in Section 4.2 can be adapted to this setting. Firstly,
if n, € Ag® is such that A\n, € A, g® (i.e., An, extends holomorphically to D) then
we define a : R2 — QG, b: R? — A, G® by

exp(zn,) = a(2)b(z),
for z € R?, and we have
Proposition 5.3 a is an extended solution.

Secondly, if £, € Qq, put 7, = 2iA%"1¢, and define a as above. Then the map
¢ :R? — Qg given by

£ =Ada™'¢,
has the following properties:
1. & takes values in Qg;
2. a”tda = 2i(A"" = 1)&adz — 2i(A — 1)§_q dz;
3. d¢ = [¢,a7 1 da).

Thus £ is the solution of our Hamiltonian flows on 4 with initial condition &, and
a is the extended solution for the corresponding harmonic map of finite type.

The proofs of these assertions are similar to those in Section 4.2 and consequently
left to the Reader.
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5.3 Maps into k-symmetric spaces and Cartan embeddings

To make contact with the results of Section 3 and, in particular, to obtain primitive
harmonic maps into k-symmetric spaces from the constructions of Section 5.1, we
introduce a certain embedding of a k-symmetric space G/K into its group of isome-
tries G. This will enable us to view primitive harmonic maps into G/K as maps
into G to which the methods of Section 5.1 can be applied.

So let G/K be a k-symmetric space with involution 7 and Maurer—Cartan form
B:T(G/K)— g. Define a map ¢ : G/K — G by

Ug-0)=1(g)g~"

It is clear that ¢ is well-defined. In fact, it is an immersion, as can be seen from the
following

Lemma 5.4 [11] Let 0 be the Maurer—Cartan form of G. Then, for v € G/K,
1"0p = T2 fr — Bas
where T4, = AdgoTo Adg™?.

Moreover, if K is the fixed set of 7, then ¢ is an embedding. We call « the Cartan
embedding of G/K into G.

When k£ = 2, the Cartan embedding is well-known to be totally geodesic [17] so
that if ¢ : M — G/K is harmonic then to ¢ : M — G is also. Thus the methods of
Section 5.1 apply to ¢ o ¢. This is the approach to harmonic maps into symmetric
spaces adopted in [14]. When k& > 2, ¢ is no longer totally geodesic but all is not
lost: a primitive map ¢ : M — G/K still gives rise to a loop Ay of the form (5.2)
from which ¢ may be recovered.

For this, let ¢ : M — G/K be a primitive harmonic map into a k-symmetric
space and set § = ¢*(. The equations (3.7) for a framing of ¢ can be written in
terms of § as

s’ —[§' A 8") = do" — [6' A 8"] = 0.

However, these are precisely the coefficients of (A\=* — 1) and (A — 1) in the loop of
1-forms

Ay=(\"1 =1 + (A —1)5". (5.6)

Thus a primitive map ¢ gives rise to a loop of flat 1-forms Ay of the form (5.2). To
recover ) = ¢t o ¢ from Ay, observe that from Lemma 5.4 we get

VO = (wil —1)8 + (w—1)8"
whence

iy = A,
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Example Let &k = 2. Then w = —1 and a = ¢~ 'di) = —26 so that the loop A, is
just
1-X71 1—A
2 a/ + 2 a//

which is, of course, the loop associated to the harmonic map ¢ = to¢ by Uhlenbeck.

We have seen in Section 5.1 how to produce loops (5.2) of flat 1-forms from
commuting flows on 4. When does this procedure give rise to primitive harmonic
maps? This is a question with a pleasantly simple answer: it is just a matter of
choosing the right initial condition for the flows as the following theorem shows [11]
(see [14] for the case k = 2).

Theorem 5.5 Fiz d =1 mod k and choose £, € Qy N Ag,. Let & : R2 — Qg satisfy

X0 ek €0 =6

and let ¢ : R? — G be the map satisfying

w‘l?)—f = 2wt =1)¢&  ¥(0)=0.

Then 1) = 1o ¢ for a primitive harmonic map ¢ : R? — G/K.

It would be natural to call such maps primitive harmonic maps of finite type.
However, this terminology has already been reserved for primitive harmonic maps
which possess a framing which arises from commuting flows on Ay C Ag,. A priori,
this is a different condition so, for now, we call the maps provided by Theorem 5.5
primitive harmonic maps of G-finite type. Later we shall see that G-finite type maps
are indeed of finite type in the sense of Section 3.

Meanwhile, in view of the relation

oY /02 = (Wt —1)8(0/02),
a semisimple orbit condition on §’(9/9z) implies one for ¢~y /dz and a simple

adaptation of the proof of Theorem 5.1 then gives:

Theorem 5.6 [11] Let ¢ : R? — G/K be a doubly periodic primitive harmonic
map such that §'(0/0z) takes values in a single semisimple Ad G¢-orbit. Then ¢ is
of G-finite type.

If ® is a framing for such a map, we have
Addae= 9

so again, an orbit condition on ¢’ is implied by one on ajand we therefore deduce
the following analogue of Theorems 3.4 and 3.9:

Theorem 5.7 Let ¢ : R? — G/K be a doubly periodic primitive harmonic map
into a k-symmetric space. Suppose that some (and hence every) framing of ¢ has
al(0/0z) taking values in a single semisimple Ad KC-orbit in g_1. Then ¢ is of
G-finite type.
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5.4 Finite vs. G-finite type

In this section, we shall show that a primitive harmonic map ¢ : R? — G/K of
G-finite type is in fact of finite type. Together with Theorem 5.7, this will provide
a proof of Theorems 3.4 and 3.9.

Before embarking on this however, let us pause to consider why this rather indirect
method is needed to prove Theorems 3.4 and 3.9. The problem is that the approach
of Section 3 deals with framings of ¢ and, moreover, framings of a rather special
kind: for ¢ to be of finite type, the map ¢ : R2 — A4 produces a framing with several
restrictions:

1. al{0/0z) = &4 so that, as we have seen, a}{0/0z) takes values in a single
Ad KC-orbit.

2. af0/0z) = r(§4—1) so that afd/0z) takes values in n @ h.

3. In view of the equations for £ we have

% = [a, (r = 1)€aq-1]

which amounts to a differential relation between ajand o,

These conditions are quite stringent: for example, for the primitive maps into flag
manifolds discussed in Section 3.4 they are equivalent to the demand that the fram-
ing be a Toda frame.

Now suppose that ¢ does have such a framing with a doubly periodic. The argu-
ment of Theorem 5.1 can easily be adapted to produce the necessary & : R? — Ag.
Indeed, this is the approach used in [7, 24] to treat primitive maps of flag manifolds
since, in this case, by Corollary 3.15, a doubly periodic map with Toda frame has
doubly periodic Toda frame. However, in the general case, we know of no direct
method to equip a doubly periodic primitive harmonic map with a doubly periodic
frame of the right kind. Hence the need to proceed indirectly.

This said, our proof is a simple adaptation of the Symes method we have been
developing. So let ¢ : R?> — (/K be a primitive harmonic map of G-finite type
with ¢ = 10 ¢ : R? — G. We know from Sections 5.2 and 5.3 that the G-finite type
condition means that, for some d = 1 mod k, there is £, € Q4N Ag, so that the map
g:R? — AG® 2+ exp(2iA971¢,) has a unique factorisation

g=ab (5.7)
a:R? — QG, b:R? - A, G with
ay = 1.

On the other hand, we may view g as a map R? — AGE and use the Iwasawa
decomposition of Theorem 4.1 to write

g:di)
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with @ : R? — AG,, b : R? — A, GC. We know from Theorem 4.3 that @ is an
extended framing of a primitive harmonic map of finite type given by

mToevioa
and it is our contention that this map is ¢. For this, it suffices to show that
Lomoevyoa=1.
From the definition of the Cartan embedding, we get
Lomoev,0a = T(dl)&l_l = Q4,0

where we have also used the symmetry a,) = 7o a). However, by the uniqueness of
the decomposition (5.7), we have

a=aa;"; b=ab
so that
GG =0y =1

We have therefore proved:

Theorem 5.8 A primitive harmonic map R?> — G/K of G-finite type is of finite
type.

5.5 Coda: finite type vs. finite uniton number

There is another interesting class of harmonic maps from a Riemann surface to a
Lie group G: these are the harmonic maps with finite uniton number discovered by
Uhlenbeck [55]. The theory of these maps is fundamental to the twistorial approach
to harmonic 2-spheres in symmetric spaces (see [15, 55, 62] and [27, 59] in this
volume).

We conclude this article with a simple example which demonstrates that the class
of finite type harmonic maps is essentially disjoint from that of maps with finite
uniton number.

First let us recall Uhlenbeck’s theory: let ¢ : M — G be a harmonic map of a
Riemann surface and suppose that ¢ admits an extended solution ® : M — QG
(which is certainly true if M is simply connected). The extended solution is unique
up to left multiplication by an constant element of QG and we say that ¢ has finite
uniton number if this constant can be chosen so that ® takes values in the subspace
of (Laurent) polynomial loops in QG of some fixed degree:

Pa(z) = D A"T(2), (5:8)

for z € M. Of course, to make sense of (5.8) we must view G as a matrix group.
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Such polynomial loops admit a decomposition into “linear” factors which gives
rise to a decomposition of the harmonic map into flag factors as described by Wood
[59] in this volume.

The main result of Uhlenbeck is that any extended solution on a compact M can
be normalised to take values in such a space of polynomial loops. As a consequence,
any harmonic map 52 — G has finite uniton number.

The situation for finite type harmonic maps is completely different: one can prove

Theorem 5.9 A finite type harmonic map ¢ : R? — G with ¢~10¢/0z semisimple
does not have finite uniton number.

Corollary 5.10 A doubly periodic harmonic map ¢ : R?> — G with ¢~10¢/0z
taking values in a semisimple orbit does not have finite uniton number.

Note that a harmonic map ¢ : S? — G has ¢~19¢/0z nilpotent by the usual
holomorphic differentials argument.
The proof of Theorem 5.9 would take us too far afield so we shall content ourselves
with presenting a simple example which turns out to contain the heart of the matter.
Let A € g© and suppose that [A, A] = 0 (from which it follows that A is semisim-
ple). Set €4 = (A1 —=1)A+ (A —1)A € Q; and consider the geodesic g : R? — AG®
given by
9(2) = exp(z€a).
It is easy to see that the extended solution obtained by factorising g is given by
a(z) =exp(A1 = 1)zA+ (A = 1)zA4)
so that the corresponding harmonic map ¢ : R? — G of finite type is given by
#(2) = exp(—2zA — 2zA).

Thus ¢ is a product of geodesics with commuting generators. The corresponding
map & : R? — ), is constant so that we have a stationary point for the Hamiltonian
flows.

Suppose now that ¢ has finite uniton number. Then there is a constant v € QG
for which ya = ® has polynomial dependence on . But fixing z; # zo € R, this
implies that

B(21) ' D(20) = a(z1) ta(ze)
is a Laurent polynomial in A. But
a(z1) ta(z) = exp(AH = 1) (20 — 21) A+ (A — 1) (22 — 21)A)

which has an essential singularity at 0.
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